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Executive Summary

Our main objective for this project was to continue with what was left behind from last semester’s team. Fortunately, two of our team members were part of the team from last semester, so we were able to start from where they left off. With that, our new goal was to test and experiment in the actual Westinghouse site. In order to accomplish this goal, our team had to conduct more research on access points and wireless connections necessary.

This semester, we made several trips to the Westinghouse site to conduct experiments in the D-Bay section of the Westinghouse site. From these site visits, our team was able to gather data about which areas of D-Bay had the best reception for the wireless network and which did not. The data that we collected allowed our team members to give our client a better perspective as to which areas would be best for the access points. Graphs, charts, and other forms of data were given to our client to aid his judgment in deciding where the access points should go.

Along with the site visits, our team tried to finalize items from last semester, such as the headsets, batteries, and the wireless communication console (called ‘Magic Device’ in previous semester).  For the headset, the team from last semester found a model that would suit the Westinghouse workers best. Again, the major conflict with the headset was that it was not compatible with the hardhats. The team from last semester found a model that was appropriate and our team found a list of suppliers that fit the specified model. The restraints for this semester were price and quantity. We found several suppliers that sold headphones in large quantities at prices that were satisfactory for our client.

The batteries were important for our wireless communication console because we needed to find out which battery would fit best and last the longest. The wireless communication console had to be powered by a battery that could be recharged for reasons of practicality. With that in mind, our team researched several types of batteries that we thought would best fit the client’s criteria in keeping the wireless communication console portable and rechargeable.

Finally, we developed a better design for our wireless communication console.  The model from last semester was very fundamental, so we modified and enhanced the old model.  We created a new model that included the possible battery and new buttons for functions such as switching channels and modifying volumes.

In conclusion, with all of the research and experiments that were done this semester, our team gained an incredible experience this semester. Our relationship grew stronger with our client because of our numerous trips to the site. Our research proved helpful to our client and we were able to further develop and utilize the information that was left to us by last semester’s team.

Introduction




This paper is the final report on a two semester long project sponsored by Westinghouse’s Waltz Mill training facility and conducted by students at Carnegie Mellon University. 

The Westinghouse Waltz Mill Site presently quarters more than 500 engineers, technicians and service support personnel. It is the Center of Excellence for field service technology, steam generator services, plant services and training.
-Westinghouse

One of the major functions of the Waltz Mill site is the training of nuclear reactor maintenance personnel. Although the reactor is shut down during maintenance, it is still a dangerous environment. Communication during maintenance is a key factor in completing the job safely and efficiently. Unfortunately, the communication system currently in use by the maintenance staff is cumbersome and outdated.

Currently, workers talk to each other with headsets that are tethered to the communication system by long cables. This cable runs all the way to a server located outside of the power plant’s containment area. The cables not only limit motion but they also become a hindrance, making work more difficult and unsafe. The system takes days to set up and is not particularly flexible. Before entering the containment area, workers must tell the overseer of the server and the operator who they will want to talk to so that an open line will be set up between those workers. Another challenge to communication is the headsets. Currently the maintenance workers use headsets that are not manufactured with their hardhats. As a result the headsets are uncomfortable and often worn incorrectly causing them to not function properly. In order to create a better working environment for the staff, Westinghouse authorized the design of a wireless communication system that would replace the current wired system.

Design Concept



The design of our system is divided into three major sections: the wireless network, a device for each worker that links them with the wireless, and a headset that can be worn with a hardhat comfortably. Each of these components has an advantage over the current system components.

The use of a wireless communication system would be a dramatic improvement over the current system. The new system would allow communication in containment areas without the use of obtrusive cabling. Cables will no longer need to be sorted, untangled, and run throughout containment. All of the tedious preparation work would be eliminated. Implementing wireless will allow the maintenance personnel to work more freely and efficiently and also reduce the time needed to set up the system.

Another advantage of the new system is the hand held device that each worker will be equipped with. The magic device will be a small computer capable of sending ant receiving data across the wireless network. In addition to performing wireless functions the magic device will act as an interface with the communication system. In the current setup workers have no control over how they communicate. The setup does not allow a worker to independently change the group of people he or she is communicating with. Instead, the worker has to speak to a systems operator outside the containment area and have them make the change. The new system will do away with the limitation of only being able to speak with staff though requests to the operator. With the push of a button workers will be able to talk to any of their colleagues instantaneously.

The only wires involved will be the cord that runs from their headset to the system. Voice communication between workers in the containment area requires an industrial sized headset equipped with noise cancellation technology. The large headset is heavy, obtrusive, and does not fit with the required safety hardhat. Currently the headbands of the headsets are worn behind the head because they are not designed to fit over hardhats.  Communication is again impeded because the weight of the headsets causes them to slide off of the workers ears when they are worn in this position.  To keep the headset on their ears the maintenance workers have been using duct tape to fasten their headset to their hardhats so the headset won’t fall off. The new system will replace the current headset, with a headset that fits under the hardhat comfortably and securely. In the end these three components will be integrated together to form a more efficient communication system and a better environment for the maintenance workers.

Wireless Communication Console



The wireless communication console is an essential part of the whole communication system that we are designing for Westinghouse.  It will act as the intermediary that will allow speech signals to be transmitted and received wirelessly across the network (fig. 1).  The console can be split into three separate components that need to be considered for design.  There is the casing for the console, the electronic innards of the device, and the battery, all of which have separate constraints and objectives.  The following passages discuss the design issues that we have found regarding these components and a recommendation for a design option among alternatives that will also be examined.
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Fig. 1  Component Diagram
CASE

The objectives of the casing reflected the requirements on physical attributes as well as conceptual considerations.  The interface of the case has to be intuitive and easy to use, especially considering the fact that the device would most likely be outside the field of view of the user and the user will be wearing rubber gloves.  The casing has to make the whole device waterproof in order for the whole console to be cleanable.  In the containment environment, this is a very important constraint.  The case also has to be attached to the user in a secure manner in a location that will not get in the way of the user.  In order to comply with the restrictions of the battery, the case also has to accommodate the need for easy replacement of a battery or have the whole console be detachable and rechargeable.  
From the objective tree, the biggest concerns with the case are usability and the fact that it can be cleaned with solution.  Our client expressed his wish to have the case be something that could be bought off of the shelf and implemented immediately because it was not a technical concern.  He did not want the case to be a bottleneck in the design process of the whole system.  However, we found that a case for our specific application was hard to come by.  The biggest factors that persuaded us not to use such a solution were cost and adaptability.  Most off the shelf solutions required the purchase of a whole system and removing the insides which would incur unnecessary extra costs or did not meet the requirements that defined our console such as size and functionality.  This led us to provide and examine alternative options which we left to the client to choose from.  The three possible choices vary in time consumption to manufacture and cost which intuitively are inversely related.  The first was to manufacture a custom case that will fit the exact needs of the application.  This would take time in manufacturing and would incur the cost of production as well as cost of raw materials.  We assume this cost will be the least in comparison to the other two propositions.  The second was to utilize a waterproof box as a case and attach a tethered control pad that was designed for underwater applications.  This solution would require less time to manufacture since it is pure assembly, but the cost will most likely be slightly higher because it would require the purchase of another technology.  The third and final suggestion would be a prefabricated module.  Currently we know of a military grade Embedded Computer Module that would fit our requirements, not require any fabrication time, but would be a large investment.  Factors that affect the decision include the number of consoles the company requires, budget, and time constraints.

The first of our three propositions involve manufacture of a custom case and we would like to offer our design.  The design that was proposed in the previous semester (fig.) had several issues that needed to be addressed.  The single button for the channel switching was considered to be a little inadequate.  Also, the design of the volume toggle sticking out was considered to be a possible hazard in getting things caught on it which also gave rise to issues of ruggedness.

Learning from the previous design and iterating improvements to meet the user requirements, we came up with the following criteria of what a good design should incorporate.  Given the requirements that the device will be attached to the user on the outside of the suit (a requirement suggested by our client to accommodate the cable from the headset already being outside of the suit), we devised our design assuming those requirements.  After discussion with the client with regards to the input and output requirements of the console, we figured out the number of buttons and feedback means the device required.  It was decided that the device needed two momentary toggle switches to allow the user to change channels and volume settings, a power switch, access for headphone jacks, and means for LEDs to give feedback to another user of the device, the person servicing the console.  Since the user would lack the ability to look at the device while working with it, we wanted to position the buttons on the case so that the orientation and location will inform the user of the functionality of that button.  Any labeling or tactile feedback on the buttons was going to be meaningless given the visual and tactile restrictions imposed on the user by his suit and gloves.  The buttons will be located on the sides of the device and not in the center of the side to improve ergonomics as well as indicate which way the toggle would control its designated function.  The size of the buttons also reflects the fact that the user will be wearing gloves.  The design of the case also takes into consideration the possibility of the buttons being inadvertently pressed.  This is prevented by short side-guards along the sides of the buttons.  The battery would be housed on the outside of the case so that it could be popped off without having to detach the console from the user (in other words, the battery is not removed from the underside of the case which tends to be included in common case designs).  This would allow the user to change batteries with one hand.  All of these considerations were incorporated into the final design (fig. 2).  Previous designs that led to the final design can be seen under Appendix A.

[image: image2]
Fig. 2  Final Case Design

Please refer to Appendix A for larger view

The means of attachment for any of these design alternatives would involve a belt and clip design that is fairly standard with industrial applications.

ELECTRONICS

The objectives of the electronics within the device are fairly simple because it is outlined by the requirements of its functionality.  The device requires some digital signal processing to allow for analog speech signals to be turned into a wirelessly transferable digital signal.  This obviously meant that the device also needs a wireless module in order to send and receive wireless signals across the network.  The client required that the platform be able to run the software application that is currently being utilized at Westinghouse to expedite installation and setup.  With this in mind, we looked into the following possibilities. 

Much of the research that we conducted and continued from last semester showed that wireless communications over a wireless LAN is not very common and almost non-existent in the industrial setting.  Most industrial environments utilize radio frequency or RF communications.  The solutions that exist for wireless communication devices were therefore, not to the scale that we were looking for, or not robust enough to work for our specific application.  In spite of this discovery, we found that there are many industrial devices that are newly incorporating wireless technology for the application of data transfer and monitoring.  Such solutions were very customizable to specific applications with the drawback of requiring our own design and assembly.  One such solution that caught our attention was the X-board 8GS, manufactured by Kontron (Appendix B).  The X-board has an AMD Geode SC1200 processor and 32MB of flash memory that would allow us to mount an image of Windows XP and run the audio application as if it were a computer on your hip.  It is modular, expandable, and adaptable to our specific application.  The wireless module that we chose to work with the X-board is the SparkLAN WMIB-100GS, which fits into a miniPCI slot and is compatible with 802.11g.  For testing purposes, we used an evaluation board that was specifically designed for the X-board.  For use in our device, we were required to design and manufacture a motherboard that would incorporate the components of the device onto one compact circuit board.  The design of the board required the use of a program called the Eagle layout editor.  The completion of a board design and manufacture of a prototype unfortunately was not feasible within the scope of time and expertise that we had.  However, it is a simple hurdle given the time and proper resources and we believe it to be a very viable option as a solution to this problem.


Initial attempts at implementing the X-board showed promising results as we were able to run the software successfully with the processor that the X-board provided.  Loading the X-board with an image of windows onto the flash memory is not an unfeasible feat.  Therefore, theoretically, the electronics of the system would not be a hurdle in effective application of the whole system in Westinghouse.


Another possibility for a solution to the electronics is the embedded computer module (ECM) that was mentioned in the section above addressing design considerations for the case (fig. 3).  The ECM is essentially a powerful computer module that has all the capabilities of the X-board and more.  In the ECM the processor is much faster, it has the capabilities for expandable storage in the form of hard drives, and it includes wireless capabilities.  Since the X-board showed that it is capable of fulfilling the needs of the application, the ECM should have no problems in doing the same if not better.  In fact, the ECM is a little unnecessarily powerful and it is reflected in the cost.  The most significant disadvantage of the ECM is its cost.  The cost for one ECM could be used to buy 5 X-board implementing consoles, and this is a very large percentage margin.  The advantages of the ECM, however, include its expandability that can be utilized in the future as more applications may be desired during maintenance of containment.  We suggest the implementation of a more customized and cheaper solution for the general purpose use of communication in containment, but we also recommend the purchase of a few ECM’s for purposes of testing and further development.
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Fig. 3 Embedded Computer Module

* Please refer to Kontron® for specifications on the X-board and ECM

BATTERY
For the wireless device to work and be portable it needs to be powered by batteries.  From completing the objective tree, two necessities for the battery were formed.  The first is that the power provided by the battery needs to last at least the length of a shift (which is three hours) and second, the battery needs to be under 5 pounds.  With those being the restrictions, the optimal requirements would be for the battery to last at least the length of a whole work day (which is eight hours), be rechargeable, be small in size and weight, and easy to clean for contamination sake.

Before any searching for batteries could be done, it was necessary to get power information on the parts of the wireless communication console.  These parts are a wireless card, X-board, and an audio components as well as the headset.  The power consumption of these parts are as follows:


Wireless Card (WMIB-100GS) : Consumes 99 Watts


X-Board: Consumes 3-4 Watts


Audio components: Consumes 1 Watt


Total Consumption: 5-6 Watts

Batteries are measured in Amperes per hour.  To get the Amps that the wireless device needs, just simply divide power by voltage.  The Computer Chip and Wireless Card require 3.3V, so the resulting Amps quantity is 1818 mA.  To fit the restrictions of lasting at least three hours, the battery we would want would have to provide at least:

1818 mA * 3 hours = 5454 mA per hour

The optimal battery would be rechargeable and of which there are, in the order of improving energy per weight ratios:

    * Gel battery

    * Lead-acid battery

    * Nickel-cadmium battery

    * Nickel metal hydride battery

    * Lithium ion battery

    * Lithium polymer battery

Lithium Ion batteries are much easier to find, can hold a lot of power between each charge, and, as shown above, have one of the best energy to weight ratios.

With this information the search led us to:
3.6V 9.6Ah Li-Ion Battery Module with protection IC which is built by 4 pieces of LG-18650 2400mAh Li-Ion Cells connected in parallel.
For more detailed information refer to Appendix C.
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Fig. 4  3.6V 9.6Ah Li-Ion Battery Module

With 9.6 A hours, this batter would last over 5 hours.  This amount is assuming that the 6 Watts is being consumed, which would mean that the wireless card would be at its highest consumption at all times.  The wireless will only consume its full amount of power when maintenance workers are talking and when they are not, the card will consume less power.  As a result, the battery will last longer than 5 hours.  To fully know the average length of the battery it will need to be tested in the actual field of use.


Along with the batteries found, it was necessary to find a battery charger.  There were not many options other than the ones we found listed below.

Smart 3.6V Battery Charger for Li-Ion Battery Pack. 
Charging time is about 7-8 hours.  
For more detailed information refer to Appendix D.
[image: image5.wmf]
Fig. 5  Smart 3.6V Battery Charger
The smart charger is the fastest, taking 8 hours, but it requires the use of alligator clips to hook up.  One of the optimal requirements for the battery charger is to make it easy to use so that the maintenance workers can pop it into the charger and pop it out.  To be able to do this would require us to construct such a device that is connected with the alligator clips and then also construct a “recharging dock” for the batteries to slide into.
Alternative Formed Charger with Docking base

Charge 1 to 2 pieces 

Output = 5.5V-350mA 
Charging time = Battery Capacity (mAh) x 1.5 / Charging Current (mA)

Charging time = 9600*1.5/350 = 41 hours

For more Information refer to Appendix E.
[image: image6.wmf]
Fig. 6  Alternative formed charger

This alternative charger can only charge 2 pieces at a time and the battery of choice is four batteries stuck together.  To use this, the batteries will have to be bought as single pieces and require 2 to be charged at a time.  Then the wireless device would have to require the user to put one battery in at a time, which doesn’t work with the idea of the maintenance workers popping a battery pack in and out. Another problem is that if we wanted to still provide 9600 mAh then it would take 41 hours to charge up that much.

The best choice seems to be the fast charger and us constructing a recharging dock and an enclosure for the battery pack that will slide into the dock as well as into the wireless device.

With these choices for a battery and charger, the requirements, including the optimal ones, are achieved.  The battery will last at least 5 hours, is rechargeable, and is light.  To be able to handle the cleaning process due to contamination, the enclosure for the battery can easily be made to be waterproof.

As of now we are still in the stages of finalizing how the Wireless Card, X-Board, and Audio components will be connected and placed together.  Until these components are connected together, there is no means to test the batteries.  Once this information is retrieved, we will move on and order the battery and start construction on the enclosure and dock.  The case for the whole wireless communication console reflects the size constraints of the battery pack and so slight modifications to the design of the battery encasing should not be a big problem.
Headset


The headset was an important asset to this project because it played an important role in fitting with the actual suit. The headset, which played as headphones for the workers in Westinghouse, could not be removed from the suit, therefore we had to incorporate them into our equation of improving the overall suit of the workers along with adding the wireless device we were trying to create. The purpose of the headphones is to allow the workers to communicate and listen to each other while working. Because of many disturbances in sound, the headphones are crucial in letting the workers decipher and clearly hear which directions and messages are addressed to them.


The initial problems with the headphones were their original size and incompatibility with the hardhats of the suits. During our team’s first site visit of the semester, the team members had the privilege of trying on the entire suit, including the hardhat and headphones. We quickly realized the discomfort of the enormous suits along with the annoyance of keeping the headphones on while wearing the hardhats. The headphones did not sit comfortably on top of the hardhat because the headstrap was not adjustable and could not mold to the hardhat. With every step that we took, the headphones would fall off. It proved troublesome to move around the suit, maintain the headphones, and continue with the necessary duties of the workers, such as moving heavy equipment. We understood that the solution had to deal with changing the shape of the headphones so that they can be compatible with the hardhat. As stated earlier, both are necessary for the workers, so neither could be removed or replaced.


What is also necessary to understand is that the headphones not only serve communication purposes but, more importantly, safety purposes. The headphones allow the workers to hear any important announcements that deal with their safety. Therefore, this farther supports the necessity of keeping the headphones.


We felt that the major modifications had to be made only to the headstrap. The client felt that the earphones should remain large enough to cover the ears. We debated over the different types of earphones, such as buds that were small enough to fit in the ears of the workers. However, in the end, the client felt it would be best to maintain the large size of the earphones. The headstrap had to be made of a material that can mold to the hardhat. Keeping that in mind, we researched headphones that had different types of headstraps. We searched headphones of different genres such as those for construction workers and racers. We found that the headphones for racecar drivers fit our criteria the best. The headsets had adjustable straps that sit behind the user’s head.


During this process, we encountered a number of restrictions that mainly came from our client. The main restrictions were dealt with pricing and quantity. The client gave us a price range that each headphone should cost. Also, we had to find places that would sell the headphones in large quantities. It is more costly to buy the headphones individually, so we felt that it was best to buy the headphones in large quantities. 

By the end of this semester, we brought up a list of recommended headphone suppliers that the client can contact. Based on the client’s preferences, he can reference our list of headphones suppliers. The list of suppliers includes Otto, Performance Radio, Motorola, and Telex. We felt that these were best based on the variety, price, and ability to quickly ship the headphones to the site.

Wireless Experiments


Visit 1:

This visit was our initial meeting with Westinghouse’s containment environment. We visited D-Bay, which is a testing site that replicates the real environment as much as possible for which our solution was to be designed for. We got to wear real radiation protective suits to better understand the problems related to them and obtain the perspective of potential customers of our product. We moved around in radiation suits and discovered many problems regarding usability requirements for the wireless communication console. Specifically, we found out that our design should have big buttons that are easy to push when wearing gloves. Also, to decrease complexity the number of buttons should be kept at a minimum to help the user navigate through the channels and change volume settings. 

Visit 2: (03/31/06)

 
In the morning of March 31st, we visited the Westinghouse site at Waltz Mill again, to conduct our first experiments. Our first task was to determine the locations to use for the measurements. We spotted 45 locations as evenly distributed as possible to get measurements from (fig.7). All maps can be seen in Appendix F. Our initiative was to have points of measurement to start with and compose a coverage map from these points. We spread these points among the three levels of the site and started getting measurements out of these. The way we used to mark these points was by putting sheets of paper on the floor and then standing still above these sheets with our PDA's. 

 The methodology we used for these measurements was combined. We used PDA's to get the RSSI measurements using ministumbler software which takes advantage of the WLAN interface our PDA's had installed. On the other hand, to get throughput measurements we used the iperf software package. We set up an iperf server wired to the Access Point and moved around laptops using iperf set up as a client trying to push through as much data as possible to the server. 
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Fig. 7  An example Mapping of D-bay
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After conducting all of the experiments, the next task was to gather all data and analyze them. Fortunately with a bit of scripting, this was made possible. The results of these experiments regarding the throughput are scaled below in Fig. 8

Fig. 8  Bandwidth according to location (z: bandwidth, x,y: floor coordinates)

In this diagram, the access point was placed in the spot (0,7,0). The main observation regarding the throughput observed is that we had great problems in the points near corners and in open spaces. This was expected since the D-Bay area is very demanding in terms of obstacles. Many big obstacles existed like the water tank right in front of the AP around the circle drawn around (4,3,0) with radius of 2. This affected the signal strength in other areas like (1,0,0) which even though it is in almost on the line of sight with respect to the Access Point, did not get as good signal as we expected due to the fact that it was in the corner of two walls.



The second observation we made was that the throughput was not as high as expected. Even in line of sight we would get less than 3Mbps in some spots. A possible reason for this is the fact that even though we were in line of sight, we would get signal from both line of sight and not line of sight paths.   In other words, path loss was induced due to reflection off of different walls.

After analyzing the data, we decided to get through some more visits to get more data and confirm the findings from our second visit.

Visit 3:


After having some problems with the data collected during the second visit, we decided to return for another round of experiments and confirm our data. Together with confirming our original data, we decided to gather some measurements about delay. Our client had asked to have less than 250msec delay between the mobile terminals and the access point. To check, we took 14 of the original spots and ran through the experiments again. 
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Fig. 9  Bandwidth chart at 14 points

Regarding the bandwidth experiments, fortunately our second set of measurements was similar to the first ones. This reinstated our original belief that we would indeed face some problems in certain areas of the environment. The trend of the chart shows bandwidth increasing as distance to the access point is decreased.  The results of the second set of experiments are presented in Fig. 9.
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Fig. 10  Ping time at 14 points

Since we were there up and running our experiments, we decided to run an extra test of delay between some nodes. Specifically, we used our mobile terminals to measure delay between them and the Access Point. The reason we did that was to test if we are below the 250msec threshold we need for the audio application to work without interrupts. The results of this set of data are presented in Fig. 10.  Even though we got pretty decent results, there were some spots where delay was too high. The reason for that was probably that the signal in these spots was pretty weak and so delay was affected as well.  It is easy to see how the bandwidth and ping times are inversely related.  

Wired vs. Wireless Networks



Wired and wireless networking environments have many different properties, which create very different performance attributes for them.  In this section we will discuss how the two environments differ from their physical properties and MAC layers.  We will then discuss how these different properties affect their performance in terms of bandwidth.


To understand how wired and wireless environments differ, one important notion is the physical layer.  The OSI model has been an abstract networking layer model which most networking devices and protocols have been designed from.  The OSI model has seven layers, the bottom most and first layer being the physical layer (Fig. 11).  At the physical layer the units of data are bits and these bits flow through the media.  
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Fig. 11  The OSI model

At this layer, the physical layer, it is the greatest difference between wired and wireless networks.  In a wired network the physical media is an Ethernet cable and the hardware that decodes and encodes the unit of data, bits, are the Ethernet ports.  The Ethernet cable is where the bits are transferred between end Ethernet ports and data can flow in both directions simultaneously since Ethernet is full duplex.  To further illustrate this, the following diagram (fig. 12) can be used which is a Cisco Catalyst 3350 router and four computers connected, assume 100Mbps speeds per link. 
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Fig. 12  A Wired Network

In the diagram above, the physical media are the Ethernet cables, depicted by the lines between the PC's and router.  There are Ethernet ports at both the routers and PC's, which decode and encode the bits, these ports are what the cables are plugged into.  Since the links are 100Mbps and are full duplex, the PC can send at a rate of 100Mbps to the router and at the same time the router can send 100Mbps to the PC.  This allows a total aggregate rate of 200Mbps when traffic is symmetrical. The important aspect of the router is that the router can transmit to all four PC's at the same time, and the PC's can all transmit to the router at the same time.  This is possible since each PC-router link has its own physical medium, the Ethernet cable, and the router has independent processors and memory for each port.  Therefore the router can receive, process, and switch data from port to port simultaneously.  The data is switched from port to port through the routers backplane.  Once the data is processed and the router determines which port the data needs to go on, the data is placed on to the backplane and received at the different ports for transmission.  The speed of the backplane determines how much simultaneous data can support being switched at any given point from the ports.  We could not find the backplane speed of the Cisco Catalyst 3350.  


To compare and contrast the physical layer of a wired network to a wireless network one must first understand the properties of the physical layer in a wireless network.  The following diagram (fig. 13) depicts four computers connected to a single access point using 802.11g.  The bandwidth of an 802.11g network, for this segment of the paper, can be assumed to be a full 54Mbps.  The circles around each PC are their transmission range.
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Fig. 13  A Wireless Network

In a wireless network the physical medium is the air, there is no longer a physical medium, which transmits bits based on electrical pulses.  All bits are transmitted at a specific frequency, specified by the standard, and in the case of our diagram it is 2.4Ghz specified by the IEEE standard.  In this network only a single peer can transmit to or receive from the Cisco Aironet 1250AG access point because of its physical properties.  The transceivers at each node can only transmit or only receive at a given point of time.  If two peers were to transmit at the same time to the access point, a collision would occur since the access point would not know which bits belonged to which transmission.  Collisions would likely occur often without some sort of protocol which specifies who can transmit when.


The protocol that determines who is to transmit or receive at a given point of time is referred to as the Media Access Control (MAC) protocol.  This protocol exists at layer 2 in the OSI model.  In the original Ethernet, before full duplex links existed, only a single end point on the Ethernet cable could transmit at any given time.  If two nodes were to transmit on the Ethernet cable at the same time a collision of bits would occur and both transmissions would be corrupted.  To prevent this the CSMA/CD protocol was designed.  Among many of the protocols specifications was the notion of listening before you transmit on the wire, if you hear someone else transmitting, back off your transmission for a given exponential amount of time.  By listening before you send you would prevent collisions in many occasions.  This same notion was adapted to the wireless environment, since again the physical medium is shared like the original Ethernet, and stations listen before they transmit.


The technique of the 802.11 MAC protocol is known as Distributed Coordination Function has gone through many revisions since its initial version was released, which will also be discussed.  The main point here is that unlike the wired router scenario with four PC's transmitting data, no two PC's can transmit at the same time.  This lowers the capacity, or the bandwidth, of the system.  Theoretically with no MAC protocol the bandwidth would be ¼ with four wireless PC's in our scenario.  We will now give two scenarios which illustrates two different properties of the physical wireless constraints.


The first scenario is the two PC's to the left of the access point trying to transmit simultaneously.  Before either PC begins to transmit, they will listen for another transmission, assuming no other PC is transmitting, the station will begin its transmission.  To prevent a station from using the channel for a full file transmission, for instance, each frame (series of bits) has a maximum size limit.  The data is therefore broken up into frames, which are broken up into bits for transmission.  After a frame is transmitted the station must wait a back off period, chosen uniformly in the range of (0,w-1) where w is the contention window.  The contention window is the period of time where all stations that want to transmit have a chance to do so.  If there were no contention window and back off period then theoretically a station could steal the wireless medium for a whole file transfer as an example.  Without going into further detail, a large window would mean that the wireless medium could go idle for a long period of time before someone is allowed to transmit, increasing delay of frames and decreasing the capacity of the network.  Small back off periods could lead to collisions depending on the number of stations, since all stations pick a random back off period between 0 and w-1 then the smaller the range, the higher the probability two stations pick the same back off time, and then both will transmit at the same time causing a collision.


The way the OSI model is designed, the MAC protocol at layer 2 prevents the need for applications to develop specific timing intervals in which they need to send.  As far as an application is concerned it can transmit at any time it wishes, and then the lower layers will actually handle the transmission and prevent collisions.  Collisions are generally avoided through the 802.11 DCF.


The final scenario we would like to illustrate is two stations, one to the left of the access point, and one to the right of the access point, trying to transmit at the same time.  According to the original 802.11 MAC protocol, collisions would always occur when this happens.  The reason for this is that the transmission ranges for the stations can not reach each others receivers.  Therefore a transmission to the left of the access point cannot reach a station to the right of the access point.  This renders the whole “listen before you send” protocol useless.  The station's transmissions would be seen as a mess at the access point.


To prevent this from occurring the RTS/CTS protocol was designed, which can be further read about in MACA and MACAW documents.  Before a station transmits it sends a RTS frame which is a very small frame that a collision would not have no adverse effects such as a collision of a large data frame.  Once the access point hears the RTS it will send a CTS back, telling the station it must transmit.  The important observation here is that if a station on the left side sent the RTS and the access point sent a CTS, the stations on both sides of the access point could hear the CTS letting all other stations know they cannot transmit for the length of the soon to be transmitted frame which is including the CTS.  This prevents the stations on the right side from sending, even though they cannot hear the transmission, until it finishes.

Implications of 802.11 Physical Medium and MAC Protocol


The nature of the physical properties of wireless as well as the 802.11 MAC protocol have major implications on the Westinghouse application and the design of its wireless network.  The first is that the physical medium makes the desired rate of 3Mbps per node, according to the applications specifications, impossible to achieve for over 3 nodes.  This was proved in theory and in practice.  In practice our group went to Westinghouse, setup 8 laptops, and slowly joined them to the voice applications network one by one.  We showed that the throughput was not achievable when a fourth node joined the network.


In theory this has been shown by P. Gupta and P.R. Kumar in their IEEE publication, The Capacity of Wireless Networks.  Their theoretical analysis was done for multihop wireless networks but can be applied to infrastructure wireless networks, which consist of an access point.  They show that the capacity, or bandwidth of the network, decreases at a rate greater than 1/n, where n is the number of nodes in the network, with the 802.11 MAC protocol.  They derived the following equation, which results in the highest achievable capacity given the maximum rate at which each node can transmit:
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Before we began to bring the nodes into the voice applications network we had run bandwidth tests and had seen the maximum bandwidth achievable by a single sender and receiver in the environment to be between 20Mbits/sec and 25Mbits/sec.  If we plug this into the equation given by Gupta and Kumar, with W=25Mbits/sec and n=4, the maximum capacity of the wireless network is approximately 10.62Mbits/sec which is shared by 4 nodes.  Therefore the maximum achievable bandwidth for a node when all nodes are trying to transmit is 2.5Mbits/sec.  This is .5Mbits/sec under the requirement.  If n=3 then each node has 4.3Mbits/sec which proves our analysis in theory.

Suggestions for Wireless Deployment and Application Design


Our conclusions for this section are as follows.  In terms of deployment of the wireless network it is strongly suggested that RTS/CTS be enabled to reduce collisions at the access point since the transceivers will be placed on mobile people which could be located at either side of the access point.  RTS/CTS can generally be enabled on the access point, but is typically disabled by default since this is not a large issue for most networks with stable transceivers with occasional transmissions.  Let it also be noted that RTS/CTS is usually set as a threshold of bytes.  If the threshold is 1000 bytes, any frames under 1000 bytes will not use RTS/CTS.  To force RTS/CTS for all frames, set the threshold to 1 byte.


Our second suggestion is for a change in the communication application.  The communication application tries to transmit at all given times at each node.  This greatly increases the contention for the shared medium and increases the chance of collisions, though typically prevented by the 802.11 MAC protocol.  We do not suggest any sort of time splicing at the application level since it would need to be distributed of some sort and the number of nodes it is competing with at any given time cannot be easily determined to properly splice.  The best thing to do would be to disable transmission unless voice actually needs to be transmitted.  We understand this is difficult to do in a noisy environment though, so this may prompt for a need for more advanced headsets.


The third suggestion is to use compression of data.  Reducing the amount of data that needs transmitted will not decrease the contention but will decrease the amount of bandwidth required by each node.  This would increase the number of simultaneously supportable nodes.  We strongly suggest this no matter what direction the application takes in terms of transmissions.


The final suggestion we would like to make is that Westinghouse wait for 802.11n.  The bandwidth of 802.11n is roughly 200Mbps, which is about 100Mbps after the 802.11 MAC protocol.  This would increase the number of nodes supportable by ½.  Furthermore, for wireless in challenging environments such as nuclear containment, 802.11n has multiple transmitters and receivers allowing simultaneous transmissions and receptions.  The enemy of 802.11 before the n standard has been path fading of a transmission slightly missing the receiving antenna.  802.11n makes use of this property by placing multiple antennas at offsets from each to pick up data coming at several angles in hope of picking up a frame that would have previously been missed.
Conclusion



According to the guidelines above we recommend several things in conclusion.  Implementing a wireless network for communications during maintenance procedures in containment is a very practical and viable option.  Our recommendation for headsets with altered headstraps is something that can be utilized even immediately with the current tethered system.  There are several considerations for the wireless communication console in that the solution can be approached from several ways.  We recommend the design and build of custom case and electronics for the specific application of communication.  This will allow for specialized implementation and will lead to small, easy to handle equipment.  There is enough information provided to produce a quality device that will fulfill requirements and objectives.  The use of ECM’s is a very good idea for testing of the network setup and for further developments of the implementation.  The ECM will allow for simple upgrades to expand the capabilities that can take advantage of the wireless network such as task lists, user manuals, and possibly even video feedback.  The design of the network itself may take a little more testing and trial and error to achieve a good implementation.  What we have learned from the tests should prove valuable in the redesign of the audio application to better fit the needs of the wireless system.  If the necessary changes can be made, we foresee a very practical system being utilized that will perform much better than the current communication system.
We would like to thank our client Mr. T.J. Spears for all of his expertise and guidance.  Also, we would like to thank the course staff for providing their input and giving our team a valuable learning experience.
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Final case Design
Appendix A cont.
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Intermediate Design

Appendix B

Information on the X board can be found at

<http://www.kontron.com/products/pdproductdetail.cfm?keyProduct=33503&kps=1221&kpc=354>
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Information on the ECM can be found at 

<http://www.kontron.com/products/pdproductdetail.cfm?keyProduct=39557&kps=1981&kpc=76>

Appendix C
Wireless card


WMIB-100GS


consumes .99W


size: 59.5 mm x 50.9mm x 5mm

X-Board


3-4 watts


68mm x 49mm x 8mm

Audio Card


1 watt

total consumption: 5-6 watts

the xboard awireless card use 3.3 v so the amps in the system is 1818 mA.
[image: image10.wmf]
Features:

    *  3.6V 9.6Ah Li-Ion Battery Module with protection IC which is built by 4 pcs LG-18650 2400mAh Li-Ion Cells. connected in parallel.

    * Installed PCB IC will prevent over charge and over discharge. Helps protect battery chemistry integrity. Prolongs battery life.

      It limits the battery pack with Max. discharging rate at 3.5 A

    * You may make 7.2V 9.6V Li-Ion pack by series connection using two the Battery modules

    * You can use our  1.5A faster smart  Li-Ion battery  charger to charge the battery pack  ( charging time is about 7-8 hours)

    * White PVC will be warrapped on the battery pack  ( picture show no PVC shinked)

    * It is ideal for memory buck-up, external battery bank for MP3 etc 

    Specs:

    * High Capacity: 9600mah

    * Voltage: 3.6V

    * Attached IC chip Please be advised that this IC will prevent battery's discharging current > 8A. Please don't use this pack for any application > 8A discharging rate.

    * Dimension: 2.9"L x 2.5"W x 0.75"H.

    * Weight: 6.8 oz

    * Max. charge current: 0.2C C (2 A)

    * Max. discharge current 0.8 C ( 7.7 A)

Quantity Discounts

Quantity
Discounted Price

5-20


$43.65 (Per Item)

21-50


$41.36 (Per Item)

51-100


$39.06 (Per Item)

101-500


$36.76 (Per Item)


http://www.batteryspace.com/index.asp?PageAction=VIEWPROD&ProdID=2012

Appendix D
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Smart  3.6V Battery Charger for Li-Ion Battery Pack.

    * Designed for charging 3.6 V ( 3.7V Nominal)  Li-Ion  and Polymer Li-Ion battery pack. with cpacity > 2400 MaH

    * Input: AC 90-240V AC worldwide power acceptable

    * 1.5 A  charging current.  Power will be cut off automatically when battery het fully charged

    * LED light indicates charger in using.  Red LED show " in Charging ", Green LED show " Full"

    * Two Clips allow you connect the charger to any battery pack.

    * Dimension: 1.5 x 1 x 3 inch

    * Weight: 2.7oz only

You can use our  1.5A faster smart  Li-Ion battery  charger to charge the battery pack  ( charging time is about 7-8 hours)

$8.95

http://www.batteryspace.com/index.asp?PageAction=VIEWPROD&ProdID=1231

Appendix E
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$18.95

Description:

This is a unique product for Hobby and it is suitable for multi-types Li-Ion cells, including 18650, 17670 and RCR123A (16340 ) 18650 and  17670. The smart charger can be use worldwide with automatic cut-off and is perfect for any application that uses single Li-ion cell without packing. 

Features:

    * Charge 1 to 2 pcs 18650, 17670, 16340(CR123A) 3.7V rechargeable Li-ion batteries.

    * LED indicates charging status:

          o Orange for power connection

          o Orange for charging and green for finish charging

          o Cells are not suitable for charging, if the LED light is off 

    * Built in power adaptor 100~240V universal voltage, worldwide power support.

    * Smart tip:

          o If add a 15 mm length metal spacer ( 15 mm dia.),  It can charge AA size Li-ion cell.

Specifications:

    * Input: AC110-240V, 50/60Hz

    * Output: DC5.5V-350mA

    * Charging time = Battery Capacity (mAh) x 1.5 / Charging Current (mA)

    * Operating Temperature: 32F-104F

Warning:

    * Charge 3.7V  Li-ion rechargeable battery of 16340(RCR123A), 18650, & 17670 only.

    * Never charge Li primary 16340(CR123A), 186750, & 17670 cell.

    * Don't expose the product to rain or humidity to prevent from an electric shock.

    * Don't open enclosure to prevent from an electric shock.

    * Charger shall be unplug from the power socket if it is not use from extended period of time.

      It is normal if the charger get slightly hot while using.

      Keep the product out of the reach of children.

      Refer to authorized agent for any maintenance service.

Measurements:

    * 3 13/16" x 2 3/8" x 1 5/16"(charger)

    * 3" x 2 1/8" x 1"(adaptor)

Weight:

    * 1.9oz (charger)

    * 2.0oz (adaptor)

http://www.batteryspace.com/index.asp?PageAction=VIEWPROD&ProdID=1421
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Appendix F
Location of test spots on Stairs (sideview)

Location of test spots (second half)

� EMBED Microsoft Office Excel Chart ���
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